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Retrieval-Augmented Generation(RAG)
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RAG vs. Fine-tuning

Fine tuning
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Neural Retrieval

* Encode the query and documents into dense vector representations

—> compute cosine similarity
—> determine which documents are most relevant to a query

* Advantage:
adept at dealing with long and complex queries

* Challenge:
performance depends on the data they are trained on



Process of RAG

1. Vector Database Creation

2. User Input |I u

3. Information Retrieval

4. Combining Data

5. Generating Text




Embedding
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* Sparse embedding

« TF-IDF
» lexical matching the prompt with the documents

* Semantic embedding
s BERT
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Sentence Embedding vs Token-Level Embedding

* Modification of the traditional BERT model
* Are trained specifically to understand the meaning of entire sentences

* Generate embeddings where sentences with similar meanings are close
in the embedding space

* Provide a single embedding for the entire sentence

* Are more suited for tasks that rely on sentence-level understanding
(like semantic search, sentence similarity)



Retrieval

* Standard/Naive Approach
* Sentence-Window Retrieval

* Auto-merging Retriever



Standard/Naive Approach

* Using the same text chunk for both embedding and synthesis,
simplifying the retrieval process.

* Maintains consistency in the data .
used across both retrieval and
Synthesis phases The same text chunks used in

embeddings and synthesis.

Chunks
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Sentence-Window Retrieval

* Breaks down documents into smaller units, such as sentences or small
groups of sentences

Query: What are the
concerns surrounding
the AMOC?
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context

’ Continuous observation of the Atlantic
Bonmrs | —— - meridional overturning circulation (AMOC) 4
’ has improved the understanding of its

variability ( Frajka-williams et al., 2019), but
A = there is low confidence in the qualification of
S AMOC changes in the 20th century because

/ of low agreement in quantitative What the LLM sees
smaller v Context around the chunks reconstructed and simulated trends. Direct
chunks added to the retrieved ones observational records since the mid-2000s

remain too short to determine the relative

o
contributions of internal variability, natural

Embedding for retrieval Synthesis forcing and anthropogenic to AMOC change
tasks (high confidence)./Over the 2ist century,
Top K J— AMOC will very likely decline for all SSP > ;
> r.::,,.d > scenarios but will not involve an abrupt SRy toakup
Embeddings chunks LLM = Response collapse before 2100. 3.2.2.4 Sea Ice Changes
Sea ice is a key driver of polar marine life,

hosting unique ecosystems and affecting
diverse marine organisms and food webs
through its impact on light penetrations and What the LLM sees
supplies of nutrients and organic matter (
Arrigo, 2014).




Auto-merging Retriever

* Aims to combine information from multiple sources or segments
of text to create a more comprehensive response to a query

Embedding for retrieval

tasks
D
Che Embeddings
3op < Retrieving a bunch of
retrieved
chunks fragmented context chunks
Synthesis

LLM ——» Response



Auto-merging Retriever

« & Bk =R 5 [2048, 512,128]

* 78 & chunk size=2048

* ¢ [ k& chunk size=512
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from 1llama_index.node_ parser import HierarchicalNodeParser

node_parser = HierarchicalNodeParser.from _defaults(

chunk_sizes=[2048, 512, 128]



Auto-merging Retriever

1. Retrieve Leaf Chunks with Embedding Similarity (128)

Chunk (512) Chunk (512)
R & N
Chunk ['1 28) Chunk (128) Chunk (128) Chunk (128)

2. Merge Leaf Chunks If Possible, Return Parent Chunk (512)

Chunk (512)
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Response Generation / Synthesis
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Retrieval Metrics

* Context Relevance- measures the alignment of retrieved information
with the user’s query

* Context Recall- evaluates how well the system retrieves all relevant
parts of the context

* Context Precision- focuses on the system’s ability to rank relevant
items higher

* These metrics ensure the effectiveness of the retrieval system in
providing the most relevant and complete context for generating
accurate responses.



Generation Metrics

* Faithfulness- focuses on the factual accuracy of the answer

e Answer Relevance- assesses how well the answer addresses the
original question

* These metrics ensure the generation component produces contextually
appropriate and semantically relevant answers.
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